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ABSTRACT 
 
Classification of satellite images is an important key for ground features extraction 
and thematic maps production. Satellite images with multi-spectral bands provide rich 
data which is useful for features extraction and description. Many supervised 
classification methods have been developed for classifying the multispectral images. 
Each method has its own advantages and disadvantages (limitations). In this paper 
the performance of four of the common used supervised classification techniques is 
compared. The techniques considered here are: Parallelepiped (PP), Minimum 
Distance (MD), Mahalanobies (MA), and Maximum Likelihood (ML). They are applied 
on a set of multispectral images acquired by Worldview-2 satellite. The classification 
results accuracy are analyzed and evaluated 
The research work flow is processed by using ENVI. The developed maps are then 
visually compared with each other and accuracy assessments utilizing ground-truths. 
The assessment of classification results is represented in confusion matrix format 
and determination of Kappa coefficients. The preliminary results show that Maximum 
Likelihood (ML) gives accurate classification result for the area of study with overall 
accuracy 91.5741% and it is evaluated by Kappa coefficient which is 0.8846: 
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1. Introduction 
 
Satellite images play an important and vital role in providing geographical information 
for many branches and applications (Urban planning – Agriculture – Military 
applications - …etc.) [1]. The advantages of satellite images are: they provide 
qualitative and quantitative information which reduces time for development and 
complexity of field work, they are collected at regular intervals and they are acquired  
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in huge amount and still are growing with rapid rate  [2, 3]. Satellite image 
classification is a process of grouping pixels into meaningful classes [4]. This process 
plays a vital role in interpretation and extraction of valuable information from volumes 
satellite images [7]. Urban area features can be extracted from satellite images by 
their classification using supervised or unsupervised classification methods [1]. The 
unsupervised classification also referred to as clustering attempts for an unclear 
grouping when no sample sets are available [5]. Supervised classification requires 
input from analyst and identifies different classes based on the sample training sets 
[6]. Supervised classification is more advantageous over unsupervised classification 
in most of the applications. In this work the performance of four of the common used 
supervised classification techniques is compared. The techniques considered here 
are: Parallelepiped (PP), Minimum Distance (MD), Mahalanobies (MA), and 
Maximum Likelihood (ML). 
  
2. Brief description of the selected four techniques 
 
  2.1 Concept of Parallelepiped classification technique 
 
Parallelepiped classification technique, sometimes also known as box decision rule, 
or level-slice procedures, is based on the ranges of values within the training data to 
define regions within a multidimensional data space as in Fig 1. The spectral values 
of unclassified pixels are projected into data space; those that fall within the regions 
defined by the training data are assigned to the appropriate categories [10]. The 
mean value (Mt) of all the pixels for a class (C) for band (M) is taken for all the (N) 
classes of the training set and the variation (standard deviation) of the training data 
class (C) of band M of all the N classes be St as in equation (1). The mean and the 
standard deviation form the parallelepiped boxes as decision boundaries or intervals 
for assigning the pixels. A pixel will be assigned to a particular class if the digital 
number DN of the pixel lies inside the parallelepiped decision boundaries [11]. 
 
                                     Mt-St ≤ DN< Mt+St                                                             (1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1: Concept of parallelepiped classification using two spectral bands 
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2.2  Concept of Minimum Distance Classification technique 
       Each cluster can be represented by its centroid, often defined as its mean value.   
As unassigned pixels are considered for assignment to one of the several classes, 
the multidimensional distance [12] to each cluster centroid is calculated, and the pixel 
is then assigned to the closest cluster [10] as in Fig 2. This technique uses the 
distance measure, where the Euclidean distance is considered between the pixel 
values and the centroid value of the sample class. The pixel with the shortest 
distance with the class is assigned with that class [11]. The Euclidean distance is the 
usual manner in which distance is measured in the real world. On the other side, 
Manhattan distance tends to be more robust to noisy data.  
 

                   𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  √𝛴𝑖(𝑋𝑖 − 𝑌𝑖)2                     (2) 

 
Where x and y are m-dimensional vectors and denoted by x = (x1, x2, x3... am) and y 
= (y1, y2, y3… ym) represent them attribute values of two classes [13]. While Euclidean 
metric is useful in low dimensions, it doesn’t work well in high dimensions and for 
categorical variables. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                              Fig 2: concept of minimum distance classifier                      
 
2.3 Concept of Mahalanobies classification technique 
 
      Mahalanobies distance is similar to minimum distance, except that the covariance 
matrix is used instead [14]. Unlike minimum distance, this method takes the variability 
of classes into account. It could be more useful than minimum distance in cases 
where statistical criteria must be taken into account, but the weighting factors that are 
available with the maximum likelihood option are not needed. However, this method 
tends to over classify signatures with relatively large values in the covariance matrix. 
Also, it is slower to compute than minimum distance; and it relies heavily on a normal 
distribution of the data in each input band. The Mahalanobies distance depends on 
the covariance matrix of the attribute and adequately accounts for the correlations as 
defined in equation (3).The covariance matrix is utilized to correct the effects of 
cross-covariance between two components of a random variable[15, 16] 
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                                          D = (X-Mc)T  (COVc)-1  (X-Mc)                                            (2)   
 
 
Where: 

D = Mahalanobis Distance,  
c = a particular class,  
X = measurement vector of the candidate pixel  
Mc = mean vector of the signature of class c,  
Covc = covariance matrix of the pixels in the signature of class c,  
Covc

-1 = inverse of Covc, 
 T = transposition function, [9]. 
 

 
2.4 Concept of Maximum Likelihood classification technique 
 
       Maximum Likelihood decision rule is based on the probability that a pixel belongs 
to a particular class. It can be described as a statistical approach to pattern 
recognition where the probability of a pixel belonging to each of a predefined set of 
classes is calculated; hence the pixel is assigned to the class with the highest 
probability [5]. The basic equation assumes that these probabilities are equal for all 
classes, and that the input bands have normal distributions as in equation (4): [17]. 
 
                    D = ln(ac)-[0.5ln(|Covc|)]-[0.5(X-Mc)T(Cov-1)(X-Mc)]                            (3) 
Where: 

D = weighted distance (likelihood), 
 c = a particular class, 
X = measurement vector of the candidate pixel, 
Mc = mean vector of the sample of class c, 
ac = percent probability that any candidate pixel is a member of class              
c,(Defaults to 1.0, or is entered from a priori knowledge), 

          Covc = covariance matrix of the pixels in the sample of class c, 
          |Covc| = determinant of Covariance (matrix algebra), 
          Covc-1 = inverse of Covariance (matrix algebra), 
        Ln = natural logarithm function = transposition function (matrix algebra). 
 
3. Study Area 
 
The selected study area is a subset of Ismailia city – Egypt. Ismailia city was founded 
in 1863, during the construction of the Suez Canal, by Khedive Ismailia the 
Magnificent, after whom the city is named. It is the capital of the Ismailia 
Governorate, Egypt. The study area is at about 120 Km to the north direction from 
Cairo the capital of Egypt. The study area is an urban area includes buildings, roads, 
vegetations, soil and water. It is approximates equal 91 hectares. 
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                    Fig. 3 Location of the selected area of Ismailia City in Egypt. 
 
 
4. Remote sensing data of study area 
 
In this work WV-2 satellite images are selected because WV-2 satellite provides four 
new spectral bands (Coastal blue, Yellow, Red edge and NIR-2), in Fig.4. These new 
bands  give additional information for different features which can lead to better 
features extraction and hence better classification results accuracy [8]. The images 
data used are: PAN image of 0.5 m spatial resolution, Fig. (5), and 8-bands MS 
image of 2 m spatial resolution, Fig (6). Both images are captured on April 19th, 2011. 
The projection of the images is UTM, zone 36. Spheroid and datum of the image is 
WGS 84. The upper left corner coordinates are (LAT30 o 35\ 44.3211\\ N, LON 32 o 
17\ 51.0860\\ E) and lower right corner coordinates of the image (LAT 30 o 35\ 
16.0068\\ N, LON 32 o 18\ 29.7392\\ E).  
 
 
 
 
 
 
 
 
 
 
 
 
 
                                   Fig. 4 the 8-Spectral bands of WV-2 
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5. Experimental work 
 
The experiment procedures are as given in Fig. (7): 
 

                                         Fig. 7 : Experiment procedures 
 
  5.1 Fusion process 
 
      Original high spatial resolution panchromatic image (0.5 m) is fused with the low  
spatial resolution multispectral imagery (8 bands - 2 m). The output fused image has 
8-spectral bands with a spatial resolution of (0.5 m), Fig. (8). The “HP (High Pass) 
Resolution Merge” technique is used in fusion process. The process involves a 
convolution using a High Pass Filter (HPF) on the high spatial resolution data, then 
combining this with the lower spatial resolution multispectral data. The fusion process 
is performed using ERDAS_IMAGINE 2014. The result of this technique is a good 
details and a realistic representation of original multispectral scene colors [9] 

     Fig. 5 PAN image            Fig. 6 MS Image 
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                                            Fig. 8: Fused image 
 
5.2 Training samples selection 
 
A six training samples (vegetation, water, soil, building, steel roof, roads) are 
collected from fused image for the selected four supervised classifiers. In this work, 6 
classes are present in the WV-2 imagery of the selected study area. The samples are 
extracted from the data set by using ENVI tool. The training samples are given in 
Table.1. 
 

Table 1 Data of training samples for classes 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It is important to mention that the performance of many classifiers depends on the 
selection of sample size, number of features and the complexity of classifier. If 
number of sample size increases, then number of features also increases which in 
result the high complexity [18] [19] . The selection of sample size depends on the 
following factors  

 Number of training sites for samples collection  
 Method of sampling  
 Data source for labelling training sites 

Land cover 

class 

Number 

of pixels 

Number 

of polygons 
Area [m2] color 

Water 424.718 2 106,179.500 blue 

vegetation 254.378 69 63,594.500 green 

Building  47.414 69 11,853.500 magenta 

Soil 509.014 29 127,253.500 yellow 

Steel roof   21.731 3 5,432.750 cyan 

Roads 87.734 24 21,933.500 gray 
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Vegetation  

 Water 

Soil 

Building 

Roads  

Steel roof 

steebuilding 

 Timing of data collection 
 

5.3 Applying the selected four classification techniques 
    The four selected classifiers: Parallelepiped, minimum distance, mahalanobies 
distance and maximum likelihood are applied respectively on the WV-2 fused 
imagery data using ERDAS-Imagin 2014 SW package. The classifications results are 
given in figures (9 to 12) 
 

 

 

Fig.9: Parallelepiped classification 
result 

Fig.10: Minimum distance classification 
result 

 

 

Fig.11:mahalanobies distance       
classification result 

Fig.12. Maximum likelihood classification 
results 
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5.4 Classification results accuracy assessment 
       

Accuracy assessment of the classification results is calculated by means of 
confusion matrix (sometimes called error matrix). It computes  the relationship 
between results of a classification and the corresponding reference data (ground 
truth)  .We obtain from accuracy assessment report that contains producer and user 
accuracies, an overall accuracy, kappa coefficient . where Overall Accuracy (OA) is 
calculated by summing the number of pixels classified correctly and dividing by the 
total number of pixels, Producer’s accuracy (PA) is calculated by dividing total 
number of correct pixels in a class by the total number of pixels of that class  as 
considered  from the reference data(ground truth) to measure correctly classification 
of reference data , User’s accuracy (UA) is calculated by dividing  the total number 

of correct pixels in a class by the total number of pixels that were classified in that 
class corresponds to measure probability of  pixel classified on the thematic image 
actually represents that class on the ground and kappa coefficient (K) is another 
method for measuring accuracy of classification which is  calculated by subtracting  
Chance agreement incorporates off-diagonal from  Observed accuracy determined 
by diagonal in error matrix and divided by subtracting Chance agreement  from 
one[12]. Calculation of accuracy assessment of each classified image is applied by 
Envi software and defines the area of interest (AOI) of each class as reference data. 
For WV-2 dataset, the confusion matrix and kappa coefficient for the selected 
techniques are given in tables (2 to 5) 

 
  

Table (2) Accuracy assessment with ground truth (Percent) using PPC   

Overall Accuracy = (683248/1344989) = 50.7995% 

Kappa Coefficient = 0.4078 

 

class water Vegetation  Building  soil roads Steel 

roof  

total PA UA 

unclassified 0.11 0.32 0.92 0.06 0.12 0 0.16   

water 97.39 10.26 4.61 1.49 41.46 0 36.1 97.3 85.1 

vegetation 0 88.53 0.79 9.77 11.94 0 21.2 88.5 78.8 

Building  2.5 0.90 93.68 88.6 46.48 100 42.4 93.6 7.78 

Soil 0 0 0 0 0 0 0 0 0 

Roads  0 0 0 0 0 0 0 0 8.7 

Steel roof   0 0 0 0 0 0 0 0 0 
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Table (3) Accuracy assessment with ground truth (Percent) using MDC 

Overall Accuracy = (1090926/1344989) = 81.1104% 

Kappa Coefficient = 0.7449 

 

class water Vegetation  Building  soil roads Steel 

roof  

Total PA UA 

unclassified 0 0 0 0 0 0 0   

water 95.25 6.33 3.36 0.59 9.57 0 32.24 95.2 93.29 

vegetation 0 75.32 0.42 6.32 3.15 0 16.86 75.3 84.50 

Building  0.5 0.04 42.23 7.11 6.03 1.64 4.76 42.2 31.25 

Soil 0 5.03 17.46 75.70 3.41 0.06 30.44 75.7 94.12 

Roads  4.04 13.27 14.27 9.43 77.62 0 12.92 77.6 39.19 

Steel roof   0.22 0 22.26 0.85 0.21 98.2 2.78 98.2 57.17 

 

 

 

Table (4).Accuracy assessment with ground truth (Percent) using MAC 
Overall Accuracy = (1176196/1344989) = 87.4502% 

Kappa Coefficient = 0.8304 

class water Vegetation  Building  soil roads Steel 

roof  

Total PA UA 

unclassified 0 0 0 0 0 0 0   

water 91.45 0.65 4.55 0.94 2.41 0 29.67 91.4 97.32 

vegetation 0 97.42 0.08 3.40 1.25 0 19.79 97.4 93.08 

Building  1.11 0.05 70.07 6.91 2.79 0.04 5.63 70.0 43.9 

Soil 0.06 0.67 18.44 80.13 5.42 0 31.48 80.1 96.35 

Roads  7.1 1.23 5.45 8.58 87.97 0.09 11.65 87.9 49.24 

Steel roof   .28 0 1.40 0.03 0.16 99.8 1.78 99.8 90.89 
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Table (5).Accuracy assessment with ground truth (Percent) using MLC 
Overall Accuracy = (1231661/1344989) = 91.5741% 

Kappa Coefficient = 0.8846 

class water Vegetation  Building  soil roads Steel 

roof  

Total PA UA 

unclassified 0 0 0 0 0 0 0   

water 95.76 0 2.17 0.02 0.03 0 30.33 95.7 99.72 

vegetation 0.04 98.57 0.60 3.8 2.24 0 20.26 98.5 92.02 

Building  3.97 0.04 78.80 3.04 2.2 0.24 5.34 78.8 52.06 

Soil 0 1.13 14.22 85.99 7.21 0 33.73 85.9 96.49 

Roads  0.21 0.27 3.86 7.15 88.3 0 8.72 88.3 66.07 

Steel roof   0.02 0 0.35 0 0.02 99.7 1.63 99.7 98.68 

 

 
6. Analysis of accuracy assessment results 
     Maximum Likelihood techniques achieve the highest values of accuracy and the 
better classification with overall accuracy of 91.5741% and kappa coefficient 0.8846. 
The Mahalanobies classification also gives suitable values, although these were 
lower than those from Maximum Likelihood techniques. As for, The Parallelepiped 
techniques results were significantly lower than the other techniques. Fig. (13) Of OA 
and Fig. (14) Of K Illustrate results for classification techniques. 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 13 over all accuracy of classification results of the selected techniques 
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Fig. 14 Kappa for classification techniques 
 
7. Conclusions 
     The different image Classification algorithms Parallelepiped, minimum distance, 
mahalanobies distance and maximum likelihood have been implemented and tested 
with ground truth. According to the results it can be stated that among all the 
supervised algorithms discussed generally maximum likelihood gives good results as 
compared to other algorithms in terms of accuracy but it has high time complexity. It 
cannot be said which classification algorithm best comparable to others as it depends 
on various factors as well as applications. There is tradeoff between time complexity 
and accuracy; for example, maximum likelihood provides very good result but takes 
much more time as compared to others. But if one wants average accuracy and 
faster results, then mahalanobies distance can be a better choice Moreover, the 
accuracy of algorithms also depends on the quality and robustness of training 
dataset. The selection of the dataset used and different environmental settings also 
adds up to the performance of the classification accuracy. Hence, the choice of a 
particular algorithm is made which fulfils the required parameters. 
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