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Abstract 
Due to the increased popularity of group oriented applications and protocols, securing 

group communications has become a critical networking issue and has received much attention in 

recent years. A secure and efficient group key management protocol is the most fundamental 

challenge in group communication security. While key transport protocols may be appropriate for 

key establishment in large networks, many collaborative applications require distributed key 

agreement protocols. Proposals for key agreement protocols that have been published so far does 

not scale for large size group. In this paper we propose a novel framework for scalable key 

management protocols in group communication, using both Key Agreement and Key transport 

protocols. Our framework is based on a particular clustering of the members of the secure 

communicating group into subgroups. We describe a protocol to achieve this clustering scheme. 

We describe the architecture and operation of this framework using GDH.2 as a building block. 

We show that our framework is scalable to large groups with frequent membership changes. 

1 Introduction 
With the widespread use of the Internet, The popularity of Group communication based 

applications has grown considerably. Group communication is a means of providing multi-point to 

multi-point communication by organizing processes in groups. Current group-oriented 

applications include Internet video transmission, stock quotes, news feeds, software updates, live 

multi-party conferencing, online video games, collaborative workspaces and  traversal of insecure 

networks, basic security services – such as traffic integrity, entity authentication, and  
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confidentiality –are necessary for these collaborative applications. These security services can be 

facilitated if the authorized group members share a common secret (which known in literature as a 

group or session 

key). Thus, the fundamental service and a design challenge in secure and reliable group 

communication systems is the group key management. A key management protocol is a process 

whereby a shared       secret becomes available to two or more authorized parties, for subsequent 

cryptographic use. Key management can be broadly subdivided into:  

              

1. Key transport protocol (centralized key management):     it is a key establishment  

    technique in which one party creates or otherwise  obtains a secret value, and  

    securely transfers it to the other(s). 

 

2. Key agreement protocol (contributory key management): is a key establishment    

     technique in which two (or more) parties contribute information, which jointly   

     establishes the shared secret key, (ideally) such that no party can predetermine  

      the resulting value. 

The collaborative applications have such diverse characteristics that it is difficult to find a 

unified security solution that accommodates all applications. There are many parameters that 

characterize these applications, which help in determining which security architecture should be 

used. These parameters are summarized as following : (for more discussion see [12]) 

• Group size 

• Membership Characteristic 

• Membership Dynamic 

• Membership Control 

• Life time 

• Number and type of senders 

• Volume and type of traffic 

There are many other parameters which specify how the underlying communication group 

protocol provides membership services and reliable multicast services. The task of a membership 
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services is to maintain a list of the currently active and connected processes in the group. The 

output of the membership service is called a view. The reliable multicast service delivers messages 

to the current view members (for more details about Group Communication Specifications see 

[7]). Most of the proposals for group communication security that have been published so far have 

concentrated on the centralized key management. While the centralized approach works 

reasonably well for static groups or very large groups, it turns out that contributory key agreement 

is superior for Collaborative applications with dynamically changing membership. The reasons are 

as follows: 

• Centralization violates the peer nature of the group by concentrating all the key generation 

and authentication in a single point 

•  A centralized key server becomes both a single point of failure or performance bottleneck 

and an attractive attack target.  

•  Environments with no hierarchy of trust are a poor match for centralized key transport.  

• There is no way to guarantee the freshness and randomness of the generated key. 

From the security point of view, the aforementioned reasons affect the security of the data 

manipulated between group members, so we focus on contributory key agreement protocol. On the 

other hand, there is common deficiency in the existing key agreement protocols which is it dose 

not scale well for large size groups (see for example [6], [11], [10], [4]). To solve this 

contradiction, or in other words, to efficiently extend the existing key agreement protocols to scale 

for large size groups (or to reduce the required cost for the small group size), we make a merge 

between key agreement and key transport protocols to establish a secure group session key. Where 

the cost for generation and regeneration of this session key will not increase linearly with the 

group size n.  

 

Although we focus on contributory key agreement, we still need a central server (Network 

Administrator NA) to control the group membership services such as adding or deleting members 

and controlling the indexing scheme of the group members. While the existence of this server is 

vital in our protocol, it is still a matter of policy.   

 

The rest of this paper is organized as follows. Section 2 introduces our notations and 

terminologies. Section 3 presents a summary of some related work and describes in a brief the 



Proceedings of the 5th ICEENG Conference, 16-18 May, 2006 CO - 7 - 
 

4

GDH.2 as it will be our building block. In section 4 we explain the main idea of our protocol and 

explain the different protocols which satisfy the architecture of our framework. A complexity 

analysis and comparison with GDH.2 and TGDH are presented in section 5. Finally we conclude 

with a summary of our approach and some points for future work in section 6.  

2.    Notations 

The following notation will be used throughout the paper. 

 

 
 

The total number of group members (n) as a function of maximum number of subgroup members 

d and the total number of levels l can be formulated as: 
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Similarly, the maximum number of subgroups, SN  in the hierarchy can be calculated as a function 

of (d, l) as follows:                  
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The relation between n and SN can be formulated as:      
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The total number of exponentiations per subgroup is based on the key agreement protocol used 

within the subgroup. In the case of GDH.2,     
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Associated with these notations, we can define the following two functions: 

• ( ) { ,,, yxji KMKeyset =  Where ix ≤≤1  and 
( )

}⎥
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⎤
⎢
⎢

⎡

−
= +− 11 xid

jy  

( )jiMKeyset ,  is the set of keys that are held by the member jiM , . For example (refer to 

Figure 1) ( ) { }1,12,24,38,3 ,, KKKMKeyset = . Note that each member holds its subgroup 

session key and its upper level (parents) subgroups session keys up till the root subgroup 

session key 1,1K  which is the group session key. 

• ( ) { ,,, yxji MKUserset =  Where ( ) lxi ≤≤−1  and ( )( ) ( ) }11 1111 +−+− −≤≤+−− ixix djydj .  

( )jiKUserset ,  is the set of users who hold the key jiK , . Note that 1,1K as a group session 

key should be held by all the members of the group. Also referring to Figure 1, 

( ) { }8,37,36,35,34,23,22,12,2 ,,,,,, MMMMMMMKUserset = . Note that each   key, jiK , , is held 

by its subgroup, jiS , , members and its lower level (children) subgroups members. 

3. Related work       

 

  In this section, we review several prior proposals for multiparty key agreement protocols. 

None of them (except TGDH [19]) provides a solution to the scalability problem. More precisely, 

the cost of generation of a group session key is proportional to the group size n (O(log n) in case of 

TGDH). The earliest attempt to provide contributory group key agreement, which extends 2-party 

DH protocol [18] to a group of size n is due to Ingemarsson et al. [9]. The protocol requires 

synchronous startup and executes in (n ¡ 1) rounds. The members must be arranged in a logical ring. 

In a given round, every participant raises the previously received intermediate key value to the 

power of its exponent and forwards the result to the next participant. After (n ¡ 1) rounds everyone 

has computed the same key nK . 
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Figure 1 Members Distribution 

This work did not address the case of rekeying after membership changes.  Another interesting 

scheme (STR) was presented by Steer et al. in [3]. This protocol requires all members to have 

broadcasting facilities and takes n rounds to complete. In some ways STR is similar to GDH.2, but 

the key in STR has a very different structure:
213...1

NNN
nN

nN
nK

αααα −
= . Interestingly, STR is well 

suited for adding new members. Member deletion, on the other hand, is difficult in STR since 

there is no natural group controller.  

The TGDH protocol [19] is the only protocol that addresses the scalability issue in key 

agreement protocol. TGDH is an adaptation of key trees in the context of fully distributed, 

contributory group key agreement. The tree is organized in the following manner: each node 

vl, is associated with a key vlK ,   and the corresponding blinded key pgBK vl
K

vl mod,, = . 

The key at the root node is the group key shared by all members, and a key at the leaf node is the 

random session contributed by a group member. The basic idea is that every member can compute 

a group key when all blinded keys on the key tree are known. After any group membership event, 

every member unambiguously adds or removes some nodes related with the event, and invalidates 

all the affected nodes.  
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Steiner et al. have addressed the dynamic membership issues in their group key agreement 

proposal [7] and have proposed a family of Group Diffie-Hellman (GDH) protocols (namely, 

GDH.1, GDH.2, and GDH.3). Their protocols based on straight forward extension of the two-

party Diffie-Hellman. GDH provides contributory authenticated key agreement, key 

independence, key integrity, resistance to known key attacks, and perfect forward secrecy. Their 

protocol suite is fairly efficient in leave and partition operation, but the merge protocol requires as 

many rounds as the number of new members to complete the key agreement procedure. 

3.1 Group Diffie-Hellman GDH.2 

 
  In this section we briefly describe the Group Diffie-Hellman protocol GDH.2 (see Figure 

2) proposed in [7]. The protocol consists of two stages, upflow and downflow. The purpose of the 

upflow stage is to collect contributions from all group members. As shown in Figure 2, Mi 

receives the contribution from 1,iM  and compose i intermediate values (each with (i - 1) 

exponents) and one cardinal value containing i exponents. For example, 4M  receives a set: 

{ }4323121321 ,,, NNNNNNNNNN αααα  and outputs the set:  { }4324314213214321 ,,, NNNNNNNNNNNNNNNN ααααα  . 

The cardinal value in this example is 4321 NNNNα   . By the time the upflow reaches nM , the cardinal 

value becomes 11 ... −nNNα . Thus  nM  is the first group member to compute the key nK . Also, as the 

final part of the upflow stage, nM  computes the last batch of intermediate values. In the second 

stage nM , broadcasts the intermediate values to all group members. 

4. Our Approach 

 
We present in this paper a new approach to improve the scalability of key agreement protocols. By 

the scalability problem in key agreement protocols for group communication we address: how can 

we (efficiently) generate/regenerate a group session key within a large group size and/or a group 

with frequent membership changes? 

Our hierarchical scheme based on distribution of group members into particular size-

bounded subgroups at different levels. Our motivation for this approach is that the key 

generation/regeneration cost (communication and computation overhead) of the most efficient key 

agreement protocols that have been published is proportional to the group size n. For large size 



Proceedings of the 5th ICEENG Conference, 16-18 May, 2006 CO - 7 - 
 

8

groups, the existing protocols are not efficient. Using the hierarchical system, the cost of 

generating/regenerating the group session key increases linearly with the logarithm of the group 

size n (or less). This improvement comes from using parallel processing for the same level’s 

subgroups concurrently, which reduces the communication and/or the computation overheads 

needed to generate/regenerate the group session key.  

4.1 Members Distribution 

 
The distribution of the group members in a hierarchical scheme, as shown in  Figure 1, 

consists of many levels which permits the key agreement protocol to scale to large number of 

members. Each level consists of one or more subgroups. Levels are numbered sequentially starting 

from the top level (level-1) and ending at the (level-l). The subgroup 1,1S  is the root subgroup 

consists of d members. To construct our hierarchical distribution, each member iM ,1   (where i = 

1,…., d) of the 1,1S  subgroup, with another (d-1) members, will constitute level-2 subgroups iS ,2 . 

Each member jM ,2  (where j = 1,…, d(d-1)) of the level 2 subgroups, with another (d-1) members 

will constitute the level 3 subgroups jS ,3  . 

This process will continue till all members of the group participate in the hierarchical system. 

The maximum number of levels will be l. 

The indexing scheme of members (subgroups) determines the position of any member 

(subgroup) in the hierarchy based on the maximum number of members d, in each subgroup. For 

example, if we have a hierarchical system with d = 3 members in each subgroup, 12,3M  is the th12  

member in the rd3  level (see Figure 1). 

Also from this indexing scheme we can determine the subgroup leader (which is chosen by the 

NA), parent subgroups up to the root level subgroup and also the children subgroups down to the 

level l.  

The indexing scheme of members (subgroups) determines the position of any 

member(subgroup) in the hierarchy based on the maximum number of members d, in each 

subgroup. For example, if we have a hierarchical system with d = 3 members in each subgroup, 

M3;12 is the 12th member in the 3rd level (see figure 1). Also from this indexing scheme we can 
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determine the subgroup leader (which is chosen by the NA), parent subgroups up to the root level 

subgroup and also the children subgroups down to the level l. 

The number of keys that are held by any member jiM ,  is equal to i + 1, where i is the level to 

which it belongs. For example (also for d = 3), the member 6,2M  holds the set of keys 

( ) ( )
1,1

,, 3,26,36,2 KKKMkeyset = .  

4.2 Initial Key Generation Protocol 

 
In the following protocols, we use GDH.2 as a building block to generate/regenerate the keying 

material (Note that our hierarchical system can use any key agreement protocol as a building 

block). In this section we will explain how our protocol can extend GDH.2 to work efficiently 

with large size group. The protocol starts from the lowest level l. The members of each subgroup, 

xlS ,  (where [ ]vx ,1∈ , and ( ) 21 −−= lddv ), separately and collaboratively generate their session key 

xlK , using GDH.2 protocol. This process runs concurrently for all subgroups xlS , . After agreeing 

on the subgroup session key xlK , , the members of each subgroup in the upper level −
− xl

S
,1

 (where 

⎥⎦
⎤

⎢⎣
⎡

−
∈

−

1
,1
d

vx  will generate their session keys, −
− xl

K
,1

. After agreeing on the subgroup session key, 

each member in the subgroup −
− xl

S
,1

 (except the subgroup leader −
− xl

M
,2

) will broadcast the 

generated subgroup session key −
− xl

K
,1

 to its l-level subgroup’s members encrypted by the l-level 

subgroup session key. This process will continue until the subgroup leaders in level 2, which 

constitute the root subgroup, 1,1S , generate the level-1 session key, 1,1K , which is the group 

session key, and then each member in the subgroup 1,1S  will broadcast the group session key 1,1K , 

encrypted with its level-2 session key ( )dyK y ,...,2,1,,2 =  to its sibling members. The initial key 

generation protocol is depicted in Figure 3. To illustrate our approach, we will explain the protocol 

using a simple numerical example, which is clearly depicted in Figure 1. Suppose we have 21 

users willing to participate in a communication group and we would like to generate a session key 

to enable all members to securely communicate (we can pick any number to make a group but we 

chose this number for simplicity to constitute a balanced hierarchical system). Suppose we choose 



Proceedings of the 5th ICEENG Conference, 16-18 May, 2006 CO - 7 - 
 

10

the number of subgroup members to be, d = 3 and the maximum number of levels to be l = 3. (We 

can choose a different value of d and subsequently l, but these values will keep the balance of the 

hierarchical system). After the proper subgroup constitution is done as explained in section 4.1 

and every member has been assigned a certain index according to its level and its number in that 

level, the key generation process can begin.  

To generate the group session key, the protocol starts from level 3. As mentioned before, 

each subgroup members at level 3, xS ,3  (where x = 1,…, 6) will generate their subgroup session 

key xK ,3 . For example, the subgroup 4,3S , which consists of members{ }8,37,34,2 ,, MMM , will 

generate the key 4,3K . The subgroup leader 4,2M  with the other members in the subgroup 

{ }3,22,12,2 ,MMS =  will generate the subgroup session key 2,2K . Each member of 2,2S  

(except 2,1M ) will broadcast key 2,2K  to the level 3 members encrypted by the level 3 subgroup 

session keys. For example: 

{ } ( )
4,3

2,28,37,34,2 :,
K

KMMM ⇒ . 

{ } ( )
3,3

2,26,35,33,2 :,
K

KMMM ⇒ . 

At the same time 2,1M with 3,11,1 ,MM , (which constitutes the root level subgroup 1,1S ) will generate 

the group session key 1,1K  and broadcast it to the rest of the group members encrypted with the 

lower level subgroup session key. For example: 

{ } ( )
1,21,14,33,31,32,21,21,1 :,,,,,

2,3 K
KMMMMMMM ⇒ . 

{ } ( )
2,21,18,37,35,34,23,22,1 :,,,,,

6,3 K
KMMMMMMM ⇒ . 

{ } ( )
3,21,112,311,39,36,25,23,1 :,,,,,

10,3 K
KMMMMMMM ⇒ . 

The proposed hierarchical protocol has the following characteristics for initial key generation, 

where the maximum number of subgroup members is d, the maximum number of levels is l and 

the number of subgroups is SN .     
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4.3 Group Membership Changes  
In the previous section, we have assumed that the group membership is determined in advance 

and that all the members have been authorized to share in the group communication prior to the 

execution of the key generation protocol. However, due to the dynamic nature of group 

communication, our key agreement protocol must handle adjustments to group secrets after any 

membership change operation in the underlying group communication system. The membership 

changes include new member(s) joining in and/or old member (s) leaving (or getting evicted from) 

the group. Moreover, due to environmental factors such as network failure, groups can be 

partitioned. 

Similarly, when network partitions heal, multiple groups need to merge into one. In addition to 

the aforementioned membership operations, periodic refreshes of group secrets are advisable to 

limit the amount of ciphertext generated with the same key and to recover from potential 

compromises of members’ contributions of prior session key. In the following sections, we will 

explain how our protocol supports the mentioned operations (join, leave, merge, partition, key 

refresh).  In the following sections (4.3.1 to 4.3.5), we assume that every member can determine 

the insertion point in the hierarchy (the subgroup where this member will join). Note that the key 

refresh operation is, in fact, a special case of the leave operation, without any member leaving the 

group, where the root subgroup 1,1S  regenerate a new group session key 1,1K  and broadcast it to 

the other group members encrypted with the suitable lower level key. Moreover, any subgroup can 

refresh its subgroup session key and proceed in the protocol as previously mentioned. 
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4.3.1 Join protocol 
The main security requirement of member join is the secrecy of the previous group keys 

with respect to both outsiders and new group member(s). In our protocol this can be achieved as 

follows (Figure 4): A user who wants to join the group initiates the protocol by sending a join 

request message to the network administrator NA who checks the eligibility of the new member to 

join this group. If the check passes, NA replies with the needed cryptographic public parameters 

CP (according to the used protocol) and also the specific insertion point (a specific subgroup viS ,  

and its number in the subgroup). At the same time NA sends to the members of the subgroup, 

where the new member will join, a message to notify them that there is a new member will join 

the group with its information (the index of the new member which specifies its position in the 

subgroup). A new member can join at any level which keeps the hierarchical balance i.e., if there 

is any subgroup that contains a number of members < d, the new member will join this subgroup 

(to improve the efficiency, the preference will be to the upper levels). On the other hand, if the 
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distribution is well balanced, the new member joins at any subgroup at any level, the preference 

also be to the upper layer, the best is to join at the root subgroup 1,1S . After the new member has 

joined to a certain subgroup, for example, viS ,  the new member index will be ( ) 11, +−dviM  or 1,1 +dM in 

case of joining 1,1S . This subgroup (including the new member) will regenerate a new subgroup 

session key viK ,

−

. The old members ( )xiM ,  of the subgroup viS ,  (where 

( )( ) ( )[ ]1,111 −+−−∈ dvdvx  broadcast the new session key to the i+1 subgroups xiS ,1+  encrypted 

with the keys xiK ,1+ . At the same time, the parent level subgroup, ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎥⎥
⎤

⎢⎢
⎡

−
=− 1

,,1 d
vzS zi  will 

regenerate a new subgroup session key ziK ,1−

−

 and also broadcast the new session key ziK ,1−

−

to the 

lower level subgroups. This procedure will continue up to the root level subgroup key 1,iK
−

 is 

regenerated and broadcasted to the other members. We have to note that all the down broadcasting 

messages to the children should be encrypted with the Keyset(children).  

 

From the previous description of the join protocol, it is clear that the overhead cost of the 

protocol (communications and computations) needed to regenerate the session key depends on the 

position where the new member joins. The minimum cost of regeneration will be if the new 

member joins at the root level subgroup. On the other hand, if the new member joins at level l it 

will cost the maximum number of operations. The following characteristics  

are the maximum values i.e., if the new member joins at the l-level. 
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4.3.2 Partition Protocol 
 

The partition operation removes m members from the current group of n numbers. If the partition 

occurs due to a network failure, there are two cases: 1) if the removed members belong to the 

same subgroup, or in other words these members are children of a same parent, the NA will deal 

with this situation as just one member (the parent) leaves (If this 

parent will leave also). If the parent still in the group it will regenerate a new key as if this parent 

will join the group. 2) If these m members do not belong to the same parent, the NA can determine 

weather the remaining n ¡ m members need to construct a new hierarchy or keep the same 

hierarchy with regeneration of subgroup session keys of the remaining subgroups with the needed 

modification to the members’ indexing. If the partition  is due to multiple leave requests, it will 

perform the (previously mentioned) leave protocol m-times. As shown from the previous 

discussion, the clustering approach is more efficient in the case of partition, since the leaving 

members (with high probability) belong to the same parent. 
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4.3.3 Merge Protocol 

 
The merge operation is used to add m > 1 members to the current group of n members. If m < d it 

can be treated as m join protocols from the point of view of the subgroup where the m members 

will join (Note that using GDH.2 [6] the upflow rounds will be repeated m-times to update the 

intermediate date and the last round, wherein the new member d +m will be the last member in the 

subgroup, performs just once). But with respect to the other subgroups it will be considered as one 

member join. If m ¸ d, the m members can construct a new subgroup( 

s) with their subgroup(s) session key(s) and one member can join an old subgroup. So with respect 

of the old n members, it will be considered as one member request to join the current group. The 

indexing of the n +m members need to be updated by the NA.  
 

4.3.4 Key Refresh Protocol  
 

The key refresh protocol updates the group session  key or the different subgroups may need to 

update their session keys. This operation should perform the same procedure as the leave protocol 

does when m = 0. In this case, the subgroup will regenerate its new subgroup session key and then 

broadcasts it encrypted with its lower level subgroups session keys. 
 

5.  Complexity analysis 
This section analyzes the communication and computation costs for the aforementioned protocols, 

namely, initial key generation, join, leave, merge, and partition protocols. In our analysis, we 

consider the following costs:  

Number of Rounds (R): Where the number of rounds is obviously an abstract measure of the 

time needed to perform the protocol ([20] p.133–134). On other words, the total number of rounds 

is the number of actions among members that need to be done serially. During a round, each 

member takes the following actions in the specified order:  

1. It sends a message to its (lower level subgroup) neighbor. 

2. It receives the message sent to it by its (parent) neighbor. 

3. It changes the values of the message it has received by adding its exponent (or decrypt the 

message to get its upper level subgroup key). 
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Number of Messages (M): The total number of messages plus total number of broadcasts sent 

according to the protocol. Where a message is a single packet sent from one member to another. 

While a broadcast is a message sent by a member and received by a subset (or all) of the group 

members. So the number of messages measures the number of packets sent (where broadcast 

message considered as one message). 

Number of Exponentiations ( xTE  ): Since the Modular Exponentiation (Given (α , x, p), 

find py x modα= ) is the most expensive operation (it requires O(log 3 p) bit operation in *
pZ  ), the 

major concern in reducing the computation overhead is to reduce the total number of 

exponentiation need to be executed by the members through the protocol.  

Maximum Bandwidth ( MBW ): The maximum bandwidth is considered to be the size of the 

largest message sent during the protocol processing.  

We compare our protocol with the authenticated contributory group key agreement scheme 

GDH.2 described in [7, 12]. To the best of our knowledge, GDH.2 of the Cliques [12] is the best 

protocol that provides contributory authenticated group key agreement, capable of dynamic 

membership events, and handling both partitions and merges. That is why we chose GDH.2 to be 

our building block of our protocol. Also we compare our protocol with TGDH [19]. TGDH is a 

new group key agreement protocol based on Diffie-Hellman key trees, which is the first proposal 

to consider the scalability problem. The computational complexity is reduced from O (n) to O (log 

n), but the communication cost 

is slightly larger than that of GDH.2. 

 The overhead of our protocol depends on the structure of the hierarchy, i.e., the maximum 

number of the members in subgroups d and the maximum number of levels l in the hierarchy. As 

we saw from the characteristics of each protocol, there is a tradeoff between d and l. The number 

of rounds in the initial protocol requires O (ld) to generate the session key, in case of membership 

change protocols, on the other hand, it requires O (l) to regenerate the session key. The number of 

messages and the computation overhead (exponentiations and encryptions) on the initial protocols 

depends on the maximum number of subgroups, SN  (which is approximately O ( ( ) 1−ld ), so it will 

be affected more by increasing the number of levels. In the case of membership change protocols, 

the number of messages and the computation overheads requires O (ld) to regenerate the session 

key. To conclude, the number of levels has to be minimized to achieve the best efficiency, but at 

the same time we need to keep the balance of the hierarchy. Also the maximum number of 
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members in the subgroup has to be bounded above not so as to lose the benefits from our protocol. 

Compared with GDH.2, it is clear that the computation overhead in our protocols is superior, on 

the average it requires O(ld) to generate/regenerate the   session key compared with O(n) 

(approximately O( ld )) in the case of GDH.2. With respect to the communication overhead, the 

number of rounds in our initial key agreement protocol is lower than that of GDH.2. The number 

of messages, on the other hand is greater than that of GDH.2, but the maximum bandwidth (the 

size of the largest message sent for the operation) in our protocol is d compared with n in GDH.2, 

which allow parallel handling of the messages through the network. As a result the total load on 

the network from our protocol is less than that of GDH.2.  Compared with TGDH, the 

communication overhead is slightly larger than that of GDH.2, so with respect to the 

communication overhead our protocol is superior. The computation overhead is approximately the 

same in both protocols, especially in case of membership change protocols, since both protocols 

are multi-round protocols. But our approach is more efficient for large size groups. Since the tree 

in TGDH is binary, the depth of the tree h (h = log n if the tree is full balanced) is larger than the 

number of levels l of our protocol which reduces the number of rounds and exponentiations. Also 

the number of users involved in the key regeneration is lower in our protocol. Another interesting 

point in our protocol is the number  of keys held by any member is lower than that of the TGDH, 

which reduces the required storage capability of each user. Finally, we have to mention that in our 

protocol we need to encrypt all the down messages from the upper levels to the lower ones to 

broadcast the upper level subgroups’ keys, which is not required in GDH.2 or TGDH. The cost of 

the symmetric encryptions process is lower than the exponentiations used in key agreement 

protocol using public key. A summary of the comparisons are in Tables 1, 2.  
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6.  Conclusion and Future Work 
 

In this paper we presented a new framework for a scalable key agreement protocol. The most 

important feature of our protocol is the adoption of the Clustering in key agreement protocols. 

Using clustering, we are able to reduce the cost of session key generation/regeneration. The idea 

of clustering was first proposed in [15] to create hierarchies for wireless networks and was used in 

[14] as a scalable and secure distribution of the group (session) key. Our approach is based on an 

already existing key agreement protocol (GDH.2) as a building block to enable concurrently, and 

hence reduce the time needed to generate the group session key. As we mentioned before our 

protocol can be applied to any efficient key agreement protocol. In our protocol, we tried to 

consider the scalability problem in securing communication groups (multicasting communication) 

where many other proposals have been published (see for example [3], [9] [18], [15]). None of 

these protocols has considered the scalability of key agreement protocol, rather they have 

considered the scalability of key distribution protocols. Despite the aforementioned reasons 

(section 1) which motivated us to focus on the key agreement protocol, our protocol is 

approximately as efficient as the most efficient key distribution protocol of these protocols, but 

regarding the storage capability of the members, our protocol is superior. Some considerations 

deserve further study. First and foremost,  although we proved (heuristically) that our protocol is 

efficient with large numbers of group members, there are many practical issues that have to be 

discussed. We claim in our protocol that all the subgroups at the same level generate their session 

key at the same time, which needs some sort of synchronization between subgroups. Also, if one 

member has been delayed due to any problem it must not affect the completion of the protocol. An 

efficient implementation of our protocol is required to consider these (and more) practical issues. 

Second, our protocol needs to be securely proved. The building block security proof is based on 

the intractability of the DH problem (see for example [19], [20]). In our protocol is a combination 

between key agreement and key distribution (actually, we consider our work as the midway 

between key distribution and key agreement). Also the number of keys which are held by any 

member is larger than that of GDH.2. As consequence the security proof of our protocol has to 

consider the characteristics of both and we claim that it is harder than that of GDH.2. Also 

information theoretic analysis of our protocol is needed regarding the probability of member 

deletion, partition and merge based on the number of keys held by each member. Similar work 

was done by Poovenrdan, and Baras in [13], but they consider the key distribution using key 
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Graph proposed independently in [2] and [5]. Moreover they consider only the case of one 

member revocation. We plan to prove the security of our protocol by defining a security model of 

the scalable key agreement problem for a certain scenario (many-to-many communication in a 

large size group with a dynamic  membership) and to discus the different membership changes 

cases with different probabilities. Third, we plan to investigate fast algorithms for key agreement 

protocols, we are particularly interested in approaches that lead to reduced key length and/or 

reduced computation overhead, such as methods using elliptic curves. Namely, we are working 

now in extending the Tripartite Authenticated Key agreement using Pairings, which was proposed 

by Joux [1] and then modified by Sattam, and Kenneth [16]. We aim to scale their protocol using 

our hierarchy with the number of members in the subgroup limited to 3 to scale to a large size 

group, rather than just a group with three parties. 
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