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Abstract:
This paper presents a method to get the optimal tuning of Proportional

Integral Derivative (PID) controller parameters for an AVR system of a synchronous

generator using Particle Swarm Optimization (PSO) algorithm. The AVR is not

initially robust to variations of the power system parameters. Therefore, it was

necessary to use PID controller to increase the stability margin and to improve

performance of the system. Tuning of optimum (PID) controller parameter yield high

quality solution. A new criterion for time domain performance evaluation was

defined. Simulation for comparison between the proposed method and Ziegler-

Nichols method is done. The proposed method was indeed more efficient also. The

terminal voltage step response for AVR model will be discussed in different cases and

the effect of adding rate feed back stabilizer to the model on the terminal voltage

response. Then the rate feedback will be compared with the proposed PID controller

based on use of (PSO) method to find its coefficients. Different simulation results are

presented and discussed.

1. Introduction:

             The main function of AVR loop is to control the generator terminal voltage.

The total generation must meet the total load requirement of both active and
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reactive power. The load active demand is voltage and frequency dependent. It is

generally increases as voltage or frequency increases (within the safe operational

limits). In order to improve the performance of the AVR systems, the PID

controller is normally used since it has simple structure. The reason of this

acceptability is for its simple structure which can be easily understood and

implemented. Easy implementation of hardware and software has helped to gain its

popularity.Several approaches have been documented in literatures for determining

the PID controller parameters. Most famous methods are Ziegler Nichols tuning

[1], neural network [2], fuzzy based approach [3], and Genetic Algorithm [4]. The

results of the simulation show that when the PSO method is used the performance

of the tuned PID controller is significantly more efficient and the response is better

in quality.

2. AVR Model:

The Automatic Voltage Regulator (AVR) of the synchronous generator is

responsible for controlling the terminal voltage and reactive power output of the

generator and consequently its terminal voltage. A simple (AVR) consists of

amplifier, exciter, generator and sensor, The block diagram of AVR with PID

Controller is shown in Figure (1). The linear model for each of the AVR

 elements is given in the following discussion as given in [5].

Figure (1): Block diagram of AVR with PID controller.
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b) Exciter Model:
S

E

E

R

F K
+

=
1V

V  (2)

c) Generator Model:
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3. Particle Swarm Optimization:

A Particle Swarm Optimization (PSO) is a population-based stochastic

optimization algorithm modeled after the simulation of the social behavior of bird and

fish school. The particle swarm optimizer was first introducing by Kennedy and

Eberhart [6]. PSO is basically developed through simulation of bird flocking in two-

dimension space. The position of each agent is represented by XY axis position and

also the velocity is expressed by Vx (the velocity of X axis) and Vy (the velocity of Y

axis). Modification of the agent position is realized by the position and velocity

information. In this thesis PSO will be used therefore, a details description of PSO

will be presented. Bird flocking optimizes a certain objective function. Each agent

knows its best value so far (pbest) and its XY position. This information is analogy of

personal experiences of each agent. Moreover, each agent knows the best value so far

in the group (gbest) among pbests. This information is analogy of knowledge of how

the other agents around them have performed. Namely, each agent tries to modify its

position using the following information:

- The current positions (x,y),

- The current velocities (Vx , Vy ),

- The distance between the current position and pbest

- The distance between the current position and gbest

        This modification can be represented by the concept of velocity. Velocity of

each agent can be modified by the Equation (5):
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        The inertia weighting function w that has been mentioned in equation (5) is

a linearly decreasing function. The parameter selection of this function is examined

by Shi and Eberhart. According to their examination, the parameters are ranged from
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about 0.9 to 0.4 during iterations procedure [7, 8]. The values of these parameters are

appropriate for power system problems [9, 10]. This function can be calculated from

the Equation (6):
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The current position (searching point in the solution space) of each agent can be

modified by the Equation (7):

11 ++ += k
i

k
i

k
i vxx

 (7)

Recent work done by Clerc [11] indicates that use of a constriction factor may be

necessary for the convergence of the particle swarm optimization technique. The

particle velocity equation using constriction factor will be:
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As φ increases above 4, as K decreases below 1. The using of constriction

factor results in convergence of the particle over time. The particle swarm

optimization technique using constriction factor controls the system behavior which

ensures the convergence of the system in a real value region which means that the

particle swarm optimization technique using constriction factor generates higher

quality solutions than the particle swarm optimization technique using an inertia

weight [12].

The general steps of PSO can be described as follows:

Step 1: Generation of initial condition of each agent.

Step 2: Evaluation of searching point of each agent (the objective function

            value calculated for each agent).

Step 3: Modification of each searching point.

Step 4: Checking the exit condition.
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4. Stochastic Particle Swarm Optimization Technique

              The Particle Swarm Optimization Technique (PSOT) was first introduced by

Kennedy and Eberhart [6]. The particles are “flown” through the search space by

updating the position of the ith particle at time step t according to the equation (7). The

velocity updates are governed by the Equation (10):

))](())(()()1( 2211 txgbestrandctxpbestrandctvtv iiiii −×+−×+=+                            (10)

             While empirical evidence has accumulated that the algorithm “works”, e.g., it

is a useful tool for optimization, and there has thus far been little insight into how it

works. Ozcan and Mohan have published the first mathematical analysises regarding

the trajectory of a PSO particle [13, 14]. From theoretical analysis [15], the trajectory

of the particle xi(t) converges on to a weighted mean of pi and pg .It is important to

note at this stage that if the trajectory of the particle converges, then it will do so

towards a value derived from the line between its personal best position and the global

best particle’s position. Due to update equation, the personal best position of the

particle will gradually move closer to the global best position, so that the particle will

eventually converge on the position of the global best particle. At this point, the

algorithm will not be able to improve its solution, since the particle will stop moving.

This has no bearing on whether the algorithm has actually discovered the minimum of

the function in fact, there’s no guarantee that the position on which the particle has

converged is even a local minimum. The stochastic nature of the particle swarm

optimizer makes it more difficult to prove (or disprove) like global convergence.

F.Soils and R.Wets [16] have studied the convergence of stochastic search algorithms,

most notably that of pure random search algorithms, providing criteria under which

algorithms can be considered to be global search algorithms, or merely local search

algorithms. Frans Van Den Bergh [17] used their definitions extensively in the study

of the convergence characteristics of the PSO and the guaranteed convergence PSO

(GCPSO), he proved the PSO is not even guaranteed to be local extreme, and GCPSO

can converge on a local extreme. Due to demerits of the basic particle swarm

optimization technique [18], a new stochastic particle swarm optimizer is introduced

as follow: Let ω equal zero, the update for equations (7) and (10) can be combined as

follow:
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This formula reduces the global search capability, but increases the local search

capability. To improve the global search capability, we conserve the current best

position of the swarm Pg and the j’s best position Pj , then mainly using Tabu Search

(TS) [19] to give a new particle j’s position xj(t+1), and other particles are

manipulated according to (12). The new particle j’s position xj(t+1) can be calculated

as follow:
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Where Pselect is a parameter within (0.01, 0.1), and random is uniform random

sequences sampled from U (0, 1).G1(x) is a function which uniformly sample from the

domain, and G2(x) is a TS technique.

5. Simulation Results

       In order to evaluate the performance quality of the proposed (AVR) as tuned by

(PSO) method, it is compared with that obtained using Ziegler tuning method [1].The

block diagram of the employed AVR system is shown in Figure (1).Two AVR

systems have the following specifications at Table (1). These parameters are

according to the block diagram given in Figure (1).

Table (1): Parameters of the AVR Systems (1), (2) of the Generator:

System (2)

[20]

GAIN Time

Constant

Amplifier KA=40 τA =0.01

Exciter KE=0.2 τE = 4

Generator KG=1 τG =1

Sensor KR=1 τR =0.01

From the results shown in Figure (2), it is seen that for amplifier gain (KA=10), the

response is highly oscillatory, with a very large overshoot and a long settling time.

System (1)

[5]

GAIN Time

Constant

Amplifier KA=10 τA =0.1

Exciter KE=1 τE =0.4

Generator KG=1 τG =1

Sensor KR=1 τR =0.05
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Furthermore, the steady-state error is over 9 percent. We couldn't have a small steady-

state error and satisfactory transient response at the same time.
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Figure (2): Terminal Voltage Step Response of System (1) without Controller

Table (2): The time-domain performance specifications for system (1)

without controller:

Peak time 0.791 sec

percent overshoot 82.46%

Rise time 0.247 sec

Settling time 19.04 sec

Table (3) illustrates the PID gains using Ziegler – Nichols:

Table (3): Table PID Gains Using Ziegler-Nichols [18]

-The controller coefficients according to Zeigler method for AVR system (1) were

found to be as shown in Table (4).

Table (4): Controller Coefficients According to Ziegler-Nichols method for

System (1):

General PID gains Kpr Ki KD

ZN PID gains crK6.0

crP

K

5.0
Pr

8
Pr crPK
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From Figure (3), It can be seen that for the same amplifier gain (KA=10), and when

we add PID tuned PID controller by Zeigler- Nichols method the response oscillatory,

with 60% overshoot and (4.4 s) settling time. But we can see that the PID controller

eliminate the steady-state error. The eigen values for system (1) with Zeigler-Nichols:

W = -24.671, -2.2165± i1548.7  , -2.1979± i0433.3
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Figure (3): AVR Response Using Ziegler-Nichols for Tuned PID Controller,

System (1)

Table (5): Performance of the Zeigler- Nichols Tuned PID Controller for

system (1):

Parameter Value

Max over shoot 60%

Settling time 4.4 sec

Rise time 0.31sec

The controller coefficients according to the (PSO) are found to be as shown in

Table (6):

Kp 0.7296

Ki 1.118

Kd 0.119
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Table (6): Controller Coefficients According to (PSO) for system (1):

From Figure (4) we can see that the Gbest value is = -2.9329 which mean that the

system is more stable as from the eigen values for the AVR system when we used

Zeigler-Nichols for tuning PID controller the max real part at the negative direction is

(-2.2165), which shows us that when we used (PSO) in tuning PID controller, the

AVR system is more stable and has a satisfactory response. The eigen values for

system (1) with (PSO): W = -21.768, -2.9329 ± i61729.0 ,-2.9068 ± i36128.0
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Figure (4): Search Process of Optimal Parameter Values of AVR system (1) by

Using PSO

From Figure (5): the comparison between (ZN) and (PSO) shows that the PSO

has more effectiveness for tuning PID controller as the coefficients obtained by using

PSO improved the response of the PID controller .There is an overshoot of (19%)

which less than the over shoot by using ZN method also, at PSO we have a settling

time of (2.2 s) which shorter than the settling time of ZN. These results show that

PSO optimization is better than ZN method for tuning the PID controller of AVR

system (1).

Table (7): Performance of the PSO tuned PID Controller for System (1):

Kp 0.3680

Ki 0.3413

Kd 0.0927
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Parameter Value

Max over shoot 19%

Settling time 2.2 sec

Rise time 0.56 sec
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Figure (5): Comparison between Zeigler-Nichols and PSO for System (1)

Table (8): Comparison between Zeigler-Nichols and PSO Eigen Values for
System (1).

Eigen Values Zeigler-Nichols PSO

1th

2 nd

3 rd

4 th

5 th

-24.671

-2.2165+7.1548i

-2.2165 -7.1548i

-2.1979 + 3.0433i

-2.1979 - 3.0433i

-21.768

-2.9329 + 0.61729i

-2.9329 - 0.61729i

-2.9068 + 0.36128i

-2.9068 - 0.36128i

Dominant Roots -2.2165 ± 7.1548i

-2.1979 ± 3.0433i

-2.9329 ± 0.61729i

-2.9068 ± 0.36128i

Relative stability Low High

For AVR System (2)

-Response of system (2) when equipped by PID controller which is tuned by (PSO)

technique.
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Figure (6): AVR Response Using (PSO) Tuned PID Controller System (2), the PID

Controller Eliminate the Steady State Error

Table (9): Controller Coefficients According to (PSO) for system (2):

Table (10): Performance of the PSO tuned PID Controller for system (2):

Parameter Value

Max over shoot 26%

Settling time 1.2sec

Rise time 0.18 sec
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Figure (7): Search Process of Optimal Parameter Values of an AVR System (2) by

Using PSO

Kp 48.9305

Ki 99.8175

Kd 7.6213
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The eigen values for system (2) with (PSO): W = -133.17,-45.31, -12.921

, -4.9222 ± i1731.1

Table (11): Controller Coefficients According to (Ziegler- Nichols) for

System (2):

34.8Kp

118.69Ki

2.55084Kd

Table (12): Performance of the Zeigler- Nichols tuned PID Controller

System (2):

Parameter Value

Max over shoot 81%

Settling time 4.6 sec

Rise time 0.13 sec

The eigen values for system (2) with Zeigler-Nichols:

W = -119.58,-76.253, -3.9863, -0.71568±8.495i

From Figure (8), it can be seen, that the Gbest value is = -6.2659 which mean

that the system is more stable as from the eigen values for the AVR system when we

used Zeigler-Nichols for tuning PID controller the max real part at the negative

direction is (-3.9863), which shows that when PSO is used in tuning PID controller

the AVR system is more stable and has a satisfactory response. From Figure (9), the

comparison between Zeigler-Nichols and (PSO) shows us that the (PSO) is more

efficient for tuning PID controller as the coefficients obtained using PSO make the

PID to controller give better voltage response. These results show that PSO

optimization gave better response in this case than Zeigler–Nichols method for tuning

the PID controller of AVR system (2).
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Figure (8): Comparison between Zeigler-Nichols and PSO for System (2)

Table (13): Comparison between Zeigler-Nichols and PSO Eigen Values for
System (2)

Eigen Values Zeigler - Nichols PSO

1th

2nd

3rd

4th

5th

-119.58

-76.253

-3.9863

-0.71568 – 8.495i

-0.71568 + 8.495i

-133.17

-45.31

-12.921

-4.9222 – 1.1731i

-4.9222 + 1.1731i

Dominant Roots -3.9863

-0.71568 ± 8.495i

-12.921

-4.9222 ± 1.1731i

Relative Stability Low High

6. The Robustness Check:

According to the external coefficients like temperature and the life span

of the electronic components forming the (AVR) system which can affect on

the behavior of (AVR) when dealing with the different disturbances that can be

occurred. The robustness test will be occurred at the case of ±20% of normal

values for amplifier parameters τA , KA .
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Figure (9): Comparison between ZN and PSO Behavior for System (1) to deal with

changes of (+20%) for Amplifier Parameters

0 1 2 3 4 5 6 7 8 9 1 0
0

0 . 2

0 . 4

0 . 6

0 . 8

1

1 . 2

1 . 4

1 . 6

t im e  ,  s e c

p
e

r 
u

n
it

 v
o

lt
a

g
e

a t  K A = 8  , t A = 0 . 0 8  u s i n g ( P S O )

a t  K A = 8  , t A = 0 . 0 8  u s i n g ( z e i g l e r - n i c h o l e s )

Figure (10): Comparison Between Zeigler – Nichols and PSO Behavior for System

(1) to deal with changes of (-20%) for Amplifier Parameters
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with Changes of (-20%) for Amplifier Parameters
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Figure (12) Comparison between ZN and PSO Behavior for System (2) to deal with

Changes of (+20%) for Amplifier parameters

            When the PID controller is tuned by (PSO) it has an effectiveness to

deal with the disturbance and changes by a very good behavior as we can see

there is no changes at the settling with a constant rise time although, we have

an increasing at the max over shoot when the parameter changes by (-20%) and

decreasing when changes by (+20%). Finally we can say that the tuning for

PID controller by (PSO) achieve reliability for the AVR system and improve its

ability to face any expected disturbance according to changes of parameters as

we saw and the tuned controller show a very effected behavior and we can say

that  the system do not feel any changes according to the disturbance.

7. Excitation System Stabilizer – Rate Feed Back

The stabilizer – rate feed back model of time constant is τF = 0.04 second

and the derivative gain is adjusted to KF = 2 will be considered [5]. And we

will discuss its effective when we put it with the PID controller which tuned

with (PSO) for system (1), (2). In Figures (13), (14): it can be seen that addition

of rate feed back stabilizer improve the behavior of the controller effectively as

the results show a very satisfactory transient and a long rise time with a

negligibly over shoot but when we add rate feed back to PID controller it gives

a long settling time of (6 sec for system (2) and 7 sec for system (1)) which that
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is a disadvantage of stabilizer and we avoid the steady state error as the

controller reduces the steady-state error to zero.
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Figure (13): Terminal Voltage Step Response for System (1)
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Figure (14): Terminal Voltage Step Response for System (2)

8. Conclusions:

            In this paper, a PSO for the optimal design of an AVR system based on

PID controller has been introduced. Tuning of optimum (PID) controller

parameter yield high quality solution, new criteria for time domain

performance evaluation was defined. Simulation results compared between the

proposed method and ZN method. The proposed method was indeed more

efficient also. The terminal voltage step response for AVR model was

discussed in different cases as well as the effect of adding rate feed back

stabilizer to the model on the terminal voltage response. Then the rate feed
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back will be compared with PID controller which (PSO) is used to find its

coefficients.
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