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Abstract:

The well known matched filter maximum likelihood receiver (MF-ML) for the code
division multiple access (CDMA) system uses a bank of matched lters followed by a
threshold detector for detection of users’ transmitted symbols [1]. The performance of
the MF-ML receiver degrades in presence of multipath and multiple access
environments. In this paper, an application of the least mean square (LMS) adaptive
algorithm is presented by replacing the bank of matched lters by a bank of adaptive
minimum mean square error (MMSE) lters. This formal replacement has signi cant
conceptual consequences and provides improvement by several performance measures.
The advantages of the proposed adaptive MMSE-ML receiver over the ML-MF receiver
are: 1) ability to perform joint synchronization, channel parameter estimation, and signal
detection where the signal is sent over an unknown, slowly time-varying, frequency-
selective multipath fading channel; and 2) signi cantly improved bit error rate (BER)
performance in a multicultural mobile communications environments. Numerical results
showing the BER performance of the MMSE-ML receiver in a multipath channel
environment is presented, the results are compared with the performance of the
conventional (ML-MF).

* Egyptian Armed Forces



Proceedings of the 6th ICEENG Conference, 27-29 May, 2008 EE204 - 2

I- Introduction

A code division multiple access (CDMA) system is a communications system
where a number of users simultaneously transmit information over a common channel
using different code sequences referred to as signatures. There are many solutions to the
problem of CDMA signal demodulation and separation, depending on the performance
criteria used.

 A comparison of different types of receiver structures based on a bank of
matched lters (MF’s) has been derived in the literature [1]. These are summarized in
Table I, in which the dot indicates that this parameter is required for this type of
detector. They include the MF receiver, CDMA Decorrelator receiver (MF-DEC),
MMSE receiver (MF-MMSE), and CDMA decision feedback receiver (MF-DFE). The
comparison including signature waveform and timing of the desired and interfering
users, received amplitudes, and the training sequence of the desired user.  These
receivers have been analyzed and compared in [1].

The simplest among these receivers is the MF receiver, to demodulate signals
from all users; a bank of matched lters is needed, where each MF is independent from
others, each followed by a corresponding threshold detector to decode and classify the
received symbols. ML-MF which has two major shortcomings: 1) very low near–far
resistance and 2) very low information capacity, which is limited by multiple access
interference (MAI) and multipath rather than thermal AWGN. The major advantage of
the MF receiver is its low computational complexity and simple implementation.

TABLE I
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Although in a mobile radio channel, the MF bank statistics based receivers are
important from the conceptual point of view, the following problems make the
implementation of these receivers a difficult task.
   1) The contributions from the variable number of users (interferers)in the single cell
(which might be known), in addition to the other unknown users form the other cells.
    2) The uncertain associated transmission delays of the users, and how it can be
measured, as well as the associated uncertain signal power in addition to the
interference power. While the intracellular interferers may be kept under precise power
control, interferers from other cells cannot be controlled precisely.
    3) The presence of colored additive Gaussian noise, or narrow-band interference,
requires additional measures separate from the MF bank, while the adaptive MMSE

lter bank removes this problem inherently [3], [5].

In order to overcome the problem of CDMA system parameter estimation,
adaptive receivers have been proposed, which require training sequence, at least for the
initial period, so that the receiver converges to its steady state, and thereafter it can be
made to run in a decision directed mode.

An adaptive linear MMSE receiver is particularly attractive from the
implementation point of view [2]–[6]. Its computational complexity is similar to the MF
receiver, yet its performance (BER, near–far resistance, information capacity) is
identical to the MF-MMSE receiver. Adaptive decision feed-back equalizer (DFE)
receivers (MMSE-DFE) are considered in [4], [7], and [8]. They perform better than
adaptive linear MMSE receivers do specially in case of unequal data rates [9], [10].

In this paper, we introduce an application of the least mean square (LMS)
adaptive algorithm, which used in the proposed adaptive MMSE-ML receiver structure,
where the bank of matched lters in the ML-MF receiver is replaced by a bank of
adaptive MMSE lters. It is shown that in a single cell environment, the performance of
the proposed adaptive MMSE-ML converges to the MF-ML receiver structure, with
avoiding making the parameters estimation which represent the problem facing the MF-
ML in case of existing multiple access interference.

The adaptive implementation is simple and has the same computational
complexity of the ML-MF. More over, the MMSE lter bank is more appropriate to the
multicultural environment rather than the MF bank because it does not require
information about the interfering users of the neighboring cells. BER analysis and
simulation results are presented showing that the MMSE-ML receiver is able to
suppress intercellular interference and to deliver superior BER in comparison to ML-
MF receiver.
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This paper is organized as follows. In Section II, the structure of the adaptive
MMSE-ML receiver is presented. Adaptive solution of the MMSE bank is discussed.
Section III presents a BER analysis of the MMSE-ML receiver. In Section IV,
numerical results showing the performance of the MMSE-ML receiver are presented
and compared with the MF-ML receiver. Last, Section V summarizes our study.

II. Signal and System Model

The asynchronous CDMA signal in additive white Gaussian noise may be
expressed as
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Where K  is the number of users in the cell of interest, 1K  is number of non
negligible interferers from other cells, ( )ks t  is the received signature waveform of the
kth user, ( )kb i is the ith symbol of the kth user, kτ  is the transmission delay of the kth user,
T is the inverse data rate, and ( ) ( )n t w tσ= ,where ( )w t  is normalized white Gaussian
noise. In the absence of intercellular interference 1 0K =  the optimum ML-MF receiver
passes the signal ( )y t  through a bank of matched lters and samples the outputs as
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It is clear from (2) that ( )kr t require perfect synchronization of ( )ks t and kτ of
each user. In other words equation (2) show the difficulty of recovering the data from
the asynchronous CDMA system using the ML-MF, since it need to perfect
synchronization and knowledge about the assigned code and the transmission delay of
each user. Specially with the difference between the received user signature ( )ks t , and
transmitted used signature ( )kf t , where the relation between ( )ks t  & ( )kf t  is the
convolution relation which is ( ) ( ) * ( )k k ks t f t tγ= , and ( )k tγ is the channel impulse
response. Errors in estimation of ( )k tγ  lead directly to degradation in performance of
ML-MF receiver.

The proposed receiver structure overcomes these difficulties; it consists of a
bank of K adaptive fractionally spaced MMSE finite impulse response (FIR) lters
along with the ML detector part of the receiver for data detection. The number of
intercellular interference 1K  is unknown and only K  input MMSE lters interferers
used in the proposed receiver. The output of the MMSE lter (actual output) at the nth

symbol interval for the kth user is
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Where )(mck are the adaptive lter coefficients, pTT cf /=  with, cTp ,1> being
the chip interval. The total number of adaptive lter coefficients is pNP >+ )!2(  where N
is the spreading gain. The coefficients )(mck  obtained adaptively during the training
period, and after the training period, the coefficients )(mck can be kept fixed during the
data detection. Alternatively, in decision direct mode, these coefficients can be updated
according to the detected data.

These filter coefficients )(mck  are obtained by minimizing the mean square

error (MSE), [ ]2)(neE k , where )()()(
^

nbnbne kkk −= , )(nbk  is the desired output through a
wide range of Adaptive algorithms [11]. The least mean square algorithm (LMS) is one
of the most popular adaptive algorithms that can be used to obtain optimum filter
coefficients as

)()()()1( *
1 nynencnc kkk α+=+ (4)

For ,.....,2,1,0=n and 1α are the step size parameter of the algorithm.

III. Performance of MF_ML and MMSE_ML in a Single Cell

This section shows that, in a single cell environment, the MMSE filter bank
becomes the MF bank. By considering the fractionally spaced discreet time received
sample vector )(ny  of (1) at time n , over a running window of length )12( +P , the MMSE
input can be expressed in a matrix form as

y(n)=Sb(n) + n(n) (5)
Where S is the matrix of fractionally spaced signatures, the vector b(n)

contains the transmitted symbols during that window period, and n(n) is AWGN with
covariance E{ n(n) nH(n)}= 2σ I. in order to simplify derivations, the symbol powers are
normalized to one, E{ b(n) bH(n)}= I. This normalization does not mean equal signal
power for all users, as the power of the signatures might be different.

Considering user 1 as the user of interest, the mean squared error for the
symbol )(1 nb at time instant n is
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Regardless the transient behavior of )(1 ne , the variable n  will be omitted. We
also omit user subscript 1 when no confusion arises. As mentioned before, the symbol
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estimate 1

^
b  is obtained as
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^ (7)
Where c correspond to user 1

Then the MSE from (6) can be represented in the following form
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This equation can be simplified to be
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Multiplying each two terms in each other the result become
][][][)][( 1111
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After performing the indicated expectation, the MSE becomes
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Where { }ybEs 11 =  is the signature associated with symbol 1b , and taking

1][ 11 =bbE H .Without loss of generality, we assume 111 =ss H . The correlation matrix of the
multiple access channel UF is given by
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The equation de ning the optimum receiver coefficients can be obtained from
(8) by minimizing the MSE. That can be done by taking the derivative of it. We get the
equation for the optimum linear FIR lter coefficients sequence in the form

1ScF optU = (13)
   In a single cell environment, the number of interferers from other cells is

zero. Under this condition, it is shown in the sequel that the MMSE lter bank becomes
the MF bank, so equation (10) can be expressed as

1
1sFc Uopt

−= (14)
Since tentative decisions exist for all symbols except the symbol, 1b            Matrix UF
becomes

IssF H
U

2
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Using the matrix inversion lemma, we have [11]
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η  is the gain factor of the matched filter. Thus in a single cell

environment, the MMSE lter bank becomes the MF bank, although of presence of the
MAI & MPI.

IV. Numerical Results

A CDMA system with a spreading gain 16=N  with the Walsh code is
considered, and a sampling rate 2=p  sample per chip is used. All the users are assumed
to transmit equal power. The spreading sequences of the users are generated randomly.
These are up sampled by a factor of two and low-pass ltered to generate the
fractionally spaced chip signatures [12]. The step size parameter as well as the initial
conditions is adjusted according to the number of multiple access interference. The
number of iteration is taken large in the LMS convergence result to keep up with the
wide number of MAI. The BER results are obtained by averaging over only 50
independent trials with 10,000 symbols for each to keep the simulation complexity
visible.

Fig.1 shows the convergence of the LMS in case of detection of the desired
user in presence of AWGN and multipath interference (MPI) for a SNR 20 dB without
any other multiple access interference (MAI). Fig.2 illustrates the efficiency of the
MMSE_ML under the same conditions compared to the MF_ML over a range of the
SNR. This figure shows the degradation in performance of the MF due to the MPI
effect. It is assumed that the signal is received from 3 different paths with relative
amplitudes (0.811, 0.411, 0.411). In addition to that it is also shows how the
MMSE_ML filter can recover the desired user data without any priory information
about its code under the same conditions of the MPI which significantly reduces the
BER. It is worth note that the MMSE detector makes self parameter estimation and
reaches the performance just like the MF_ML filter, which completely has all the
parameter needed to make data recovery.

Fig.3 shows also the convergence of the LMS in case of the desired user in
presence of AWGN and MPI for a SNR 20 dB, but with other 5 MAI in the same cell.
Fig.4 illustrates BER presented by the MMSE_ML filter, matched filter with AWGN,
and matched filter under the effect of AWGN and multipath signal over a range of the
SNR. The matched filter with AWGN recovering the ideal signal, while the matched
filter with the MPI recovering the actual signal affected by the multipath. Comparing
the performance of the MMSE_ML filter which recovering the actual data affected by
the MPI with that of the MF_ML filter assuming that it know all the necessary
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parameter that enable it to make data recovery, we can find the MMSE_ML filter
introduces accepted performance from point of view of BER. Of course, in actual case,
it is very difficult to make data recovery using the MF_ML filter since it cannot make
necessary parameter estimation, which is superiorly done by the MMSE_ML filter.

Generally the simulation shows that the performance of the MMSE filter
affected by existing 5 interfering users in addition to MPI since it degrades in fig.4 than
that of fig.2. It shows also that the MAI and MPI delay the convergence of the MMSE.
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Fig.1 the Convergence of the LMS without Any MAI (SNR=20dB)
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Fig. 2 Performance of the MMSE with the Ideal & Actual Matched Filter In Case Of No
MAI under the Effect of Multi Path Channel
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Fig. 3 the Convergence of the LMS with 5 MAI(SNR=20dB)
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Fig. 4 Performance of the MMSE with the Ideal & Actual Matched Filter In Case Of 5
MAI under the Effect of Multi Path Channel

V. Conclusion

An adaptive MMSE-ML receiver structure for CDMA channels is proposed.
This receiver consists of a bank of MMSE lters followed by an ML detector part. The
fractionally spaced structure of the adaptive MMSE lters enables joint synchronization
and data detection without any a priory knowledge of the signature sequences,
transmission delays, or multipath components. However, training sequences are
required before actual data detection can begin. In a single cell, the MMSE-ML receiver
becomes the MF-ML receiver and performs closely in terms of BER. However, in a
multicultural environment, it outperforms the MF-ML receiver.
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