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Abstract:
A robotic vision system has been designed and analyzed for real time tracking of
maneuvering objects. Passive detection using live TV images provides the tracking
signals derived from the video data. The calibration and orientation of two cameras is
done by a bundle adjustment technique. The target location algorithm determines the
centroid coordinates of the target in the image plane and relates it to the aim point in the
object plane. The stereoscopic images provide the information, from which the range, r
of the object can be determined. The azimuth,  and elevation,  of the target with
respect to a certain origin are determined by correlating the x-y displacements of the
centroid in the image plane with the angular displacement of the target in the object
plane. The servo drive signals for both the robot motion and the angular positioning of
the cameras are derived from the image processing algorithm that keeps the centroid of
the target image in the center of the frame and the target in line with the axis of the
optical system. Hence, the spherical coordinates of the target are defined and updated
with every TV frame. The time development of the centroid in successive TV frames
represents the real time trajectory of the target path. A non-linear prediction technique
keeps the target within the aim zone of the tracking system. In order to minimize the
image processing time, i.e. kept within the demand of real time operation, one TV frame
time, an image segmentation process is made to subtract nearly all redundant
background details.
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1. Introduction:

Stereoscopic vision is a popular research area especially in computer and robotic vision.
This is demonstrated by the variety of problems that have been studied by researchers in
recent years [1-14].

This paper deals with the calibration and orientation of the cameras in real time robotic
stereoscopic vision, which is part of a more sophisticated system that relates to
automatic object detection, tracking and identification for surveillance (ADTIS). The
ADTIS is a platform under development at Telekom Research and Development. It
consists of various modules, such as the TMEye, which is Viewer, Recording, Playback,
Telemetry control, Alarm management, and Data-base function. The stereoscopic vision
system under study comprises three main parts; camera-calibration, stereo imaging, and
image processing.

In the camera calibration module, a polynomial model is used to compensate for image
distortion induced by the optical system and the surrounding environment. The stereo-
scoping imaging module adopts an epipolar line based algorithm for matching point
searching. There are a number of methods for matching conjugate points, which can be
implemented by various techniques, namely Gray-Level Matching, Correlation
Methods, Edge-Matching or, Interpolation [9].

Figure 1: Simplified Illustration of the Automatic Object Detection, Tracking and
Identification System (ADTIS)
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The video image processing module is responsible for object detection, object tracking,
and activity recognition. Object tracking is carried out by using a centroid tracking
algorithm, background subtraction and non-linear prediction.

2. Stereoscopic Vision

The word "stereo" originates from Greek "stereos" which means solid. Stereo vision
enables us to see objects as solid forms in three dimensional space (width, height and
depth), or simply x, y and z. It is the added perception of the depth dimension that
makes stereo vision important in robotic navigation.

In this application, two cameras, each captures a separate view and the two images are
processed independently by the same processor. The processing result is the
interpretation of depth from which the position of the object can be determined. This is
rather like the human eyes, where the separate images of the left eye and right eye are
sent to the brain and processed simultaneously. In this case however, although the left
and right images from the two cameras are sent simultaneously, the processing is not
simultaneous.

According to De Souza and Kak [4], robotic navigation can be grouped into 3 broad
categories;

• .Map-Based Navigation; the robot depends on a user-created geometric model
or a topological map of the environment.

• Map-Building-Based Navigation; the robot depends on sensors to construct a
geometric or a topological model of the environment.

• Mapless Navigation; no explicit representation of the space in which navigation
is to take place, but rather to recognize objects found in the environment to
avoid or to track by generating motions based on visual observations.

The system described in this paper is the implementation of a real time robotic vision
in a mapless navigation. This application poses the challenge [2], that the tuning of the
camera position and orientation to ensure parallelism is more difficult to perform than
the stereo vision itself.

The calibration process involves the estimation of the object location from the position
and orientation of the two cameras, i.e. to find the coordinates of the object relative to
a fixed origin in a general coordinate system. The parameters that are related to the
cameras are the principal point or image centre, the focal length and the distortion
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coefficients. The calibration method is a two-stage technique. The first is to compute
the image distortion parameters and, the second is to determine the position and
orientation of the cameras with respect to the general coordinate system.

3.  Disparity between left and right images

The first task in developing a stereoscopic vision for robotic applications is the
determination of the disparity between the left and right images. Figure 2 shows a
simple illustration for the basic geometry of a stereoscopic arrangement.

In general, the two cameras are assumed rigidly attached together so that initially their
optical axes are parallel and separated by a distance b, representing the base line,
which is parallel to the x-axis.

In order to find the coordinates ( )zyx ,,  of an object, represented by a point in the
general coordinate system and measured relative to an origin midway between the lens
centers, let the image-plane coordinates in the left and right images be ( )ll yx ,  and
( )rr yx , , respectively.
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Figure 2: Camera geometry for stereographic vision

The difference in the image coordinates ( )rl xx −  is the disparity between left and right
images. The left and the right images will become more dissimilar when the separation
between them increases.

The illustration of the disparity effect is shown in Figures 3(a) and 3(b). The distance
between the lens centers of the left and right cameras was fixed to illustrate the
dissimilarities between left and right images. It also illustrates the effect of
illumination when the two cameras are placed at a relatively large distance apart.
Illumination variation can pose a problem in determining matching conjugate points
between left and right images. This problem however will be ignored for the time
being, because it is insignificant in tackling the issue of camera calibration and
orientation.

The selection of the parameter b can play a critical role in designing the stereoscopic
robot vision system.
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Figure 3a: Image captured by the left camera Figure 3b: Image captured by the
right camera

4.  Image distortion compensation

Image compensation may be performed according to the two major causes of
distortion. The first is due to the camera lens system itself and the second is due to the
medium surrounding the cameras. It can be minimized by calibrating the cameras in
the intended environment using the method proposed by Gremban [7]. An arbitrary
point of coordinates ( )zyx ,,  in the general coordinate system has a corresponding point
in the TV monitor image defined by ( )kk yx , . Assuming I and J to be the order of the
polynomials for kx and ky , respectively, then I and J can be chosen to be 3 to achieve
reasonable compensation without taxing the processing time too heavily. The
calibration coefficients ijα  and ijβ  are given by:
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The calibration coefficient is a function of fz  due to the effect of the perspective,
which can be found by using a polynomial of the form shown below.
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A simplified calibration configuration was used, which basically utilizes a black and
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white checker board, as in Fig. 4. The images were captured for three different
positions at varying distances between the cameras and the board.

(a)                                                   (b)
Figure 4: black and white checker board and one of the images used for the
calibration.

The method for finding the calibration coefficients [2] yielded the results shown
below;
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RΑ  and RΒ  are the Distortion Matrices for the R camera.
LΑ  and LΒ  are the Distortion Matrices for the L camera.

   These elements are used in equation (8) for bundle adjustment.

5. Compensating for camera position and orientation

The other important parameters in stereoscopic vision, which must also be
compensated, as represented in Fig. 5, are the position and orientation of the cameras.
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One of the popular camera calibration techniques is the Tsai method [12]. This method
is suitable for a wide range of applications, which can deal with coplanar and non-
coplanar points. It also offers the possibility to calibrate internal and external
parameters separately. Although this option can be quite useful since it gives the
possibility to fix the internal parameters of the camera, when known, and carry out
only pose estimation. It is probably more sophisticated than may be required. Hence,
the bundle adjustment technique is found to be quite adequate for the purpose of this
work.

Figure 5: camera position and orientation

The transformation from the general ( )www ZYX ,,  to image ( )ppp ZYX ,,  co-ordinates
involves the translation and rotation operation as given by;
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where R and T are the 3D matrices, which transform the general coordinate system to
the camera co-ordinate system, defined by:
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( )γφδ ,,  are Euler’s angles of camera coordinate system that rotates relative to the
general coordinate system and ( )zyx TTT ,,  are the 3D translation parameters from the
general to the image coordinates.

The calibrated camera coordinates (Xc and Yc) can be derived [2] from equations (3)
and (4) as follows;
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Equations (5) and (7) are the fundamentals of bundle adjustment in photogrammetry.
The Calibration Matrices M above were calculated using bundle adjustment technique
based on the least-square algorithm [3,6]. The bundle system model uses the
parameters of camera calibration coupled with stereo imaging to determine the
calibration coefficients.
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6. The tracking algorithm

The tracking algorithm for a maneuvering object can be considered as part of the
Image Processing Module. Tracking initially begins by detecting and locating the
object of interest in a scene. This is done by a background subtraction technique,
which identifies a moving object in a static environment from a portion of a video
frame that differs significantly from the background. There are many challenges
involved in developing a good background subtraction algorithm. The algorithm;

• must be robust against changes in illumination,
• avoids detecting irrelevant non-stationary background objects such as moving

leaves, rain, snow, etc.
• reacts quickly to changes in background such as starting and stopping of moving

objects.

The algorithm for each pixel in the background subtraction [10] involves the following
steps:

1. Warp the pixel of the key image into a corresponding pixel of the reference
image.

2. If the reference pixel has the same color and luminosity as the key pixel, then
the key pixel is labeled as background.

3. If the reference pixel has different color and luminosity than the key pixel, then
it is either a foreground object, or an occlusion.

4. In the case of stereoscopic cameras, the potential object pixels are verified by
warping each of them to the other.

Background subtraction can be represented by;

( ) ( )( )
1
0

{',',, =ΘΓ yxyxm ( ) ( )
otherwise

yxyxif ε≤Θ−Γ ',',                                                 (9)

where:
( )yx,  is a point in the key image,

( )yx,Γ is the key image pixel,
xd is horizontal disparity,
yd  is vertical disparity,

ε  is the set subtraction threshold value,
xdxx −='  is the corresponding position in reference image,
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ydyy −=' is the corresponding position in reference image,
( )',' yxΘ  is the reference image pixel

( )ΘΓ,m is a masking function

In Figures 6 (a) and (b) samples of the background images are used as key image for
the background subtraction. The coordinates of the centroid of the object image ( )yxC ,
can be determined [12] as shown below.
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where,
x  is the target centroid estimate in the x direction
y is the target centroid estimate in the y direction
 i, j are the image coordinates in the x and y direction
c(i,j) is pixel classifying function

Figure 6 (a) Background captured by Left Camera, (b) Background captured by Right
Camera

The geometric centre of the object image is used to set the direction of the optical axis
of each camera to the aim point of the target. Hence the azimuth and elevation angles
of the target with respect to each camera are determined.



Proceedings of the 6th ICEENG Conference, 27-29 May, 2008 EE022 - 12

7. Indication of  test results

The initial testing of the calibration and camera orientation was done using 2 web
cameras with 640 by 480 pixels. The cameras are mounted on a wooden panel, and the
distance between them was adjusted manually. The present system gave satisfactory
results. However, the accuracy in the determination of the azimuth and the elevation
angles is largely affected by the image resolution. The error in determining the range of
the target on the other hand, is influenced not only by the resolution that affects the
azimuth and elevation angles, but also by the error in the separation distance of the
cameras. Hence, optimization is needed before the system can be implemented for the
ADTIS.  These results are considered encouraging for further development.

The initial tracking experiments are performed by fixing the cameras and moving an
object within the field of view (FOV) of the cameras. The tracking performance is found
acceptable. The processing takes less than 30 ms to grab a frame, display it on the
screen, process the image, identify the moving object and send appropriate signals that
move the cameras. The tracking proved to be reliable, with reasonable accuracy.

8. Conclusions:

Camera calibration, orientation and object tracking were developed for a real time
robotic application. Based on this preliminary result, future work will be conducted
using a proper robot with mounted stereo cameras. The calibration and orientation
module will be installed onboard, which will be located within the housing of the
mobile tracking robot.
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