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Abstract:

This work presents a low complexity method of reconstructing a speech signal from a
homomorphic Cepstrum Coefficients. The homomorphic deconvolution has been the
main core to explore the vocal tract envelope characteristics as well as the excitation
signal Pitch frequency in order to simplify the source speech signal as minimum as
possible. This work usually used for the purpose of speech coding in order to minimize
the communication bandwidth. In this work we have avoided some analytical and
reconstruction steps that used to cost extra processing time causing extra delay. Those
steps are usually used in the most existing methods for this kind of work. Those steps
include the samples overlapping lag and Iterative phase retaining algorithm. A set of
harmonic sine waves based on the pitch frequency is used as an excitation signal to the
vocal tract filter in order to regenerate the speech signal. The intelligibility of the
reconstructed signal   obtained is 3.5 in MOS of a subjective test, although the speech
signal was still recognizable.
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1. Introduction:

The acoustic model of speech (Fig.1) is the basis for most speech models and their
analysis. Speech is produced by excitation of an acoustic tube (vocal tract) which is
terminated on one end by the lips and on the other end by the glottis. There are three
basic classes of speech, which are Voiced sounds, Fricative and Plosive. Fricative and
plosive sounds together make unvoiced speech. For purposes of analysis, voiced speech
is considered periodic within the analysis frame. The vocal tract is an acoustic
transmission system characterized by its natural frequencies called formants. These
formants correspond to the resonant frequencies in the frequency response of the vocal
tract. In normal speech, the vocal tract changes relatively slow with time as the tongue
and lips perform the gesture of speech. Thus it can be modeled as a slowly varying filter
that imposes its frequency response properties on the spectrum of speech.

Figure (1):The acoustic model of speech

Speech communication has traditionally been made through the use of low bit-rate
speech codecs. The low bit-rates at which these codecs operate causes a slight distortion
to be introduced onto the speech signal. An improvement is to transform the codec
vectors themselves into features for speech recognition without using the time domain
signal. A number of techniques [1, 2] have been suggested for this. For example, in [1]
codec vectors based on line spectral pairs (LSPs) are converted into linear predictive
coding (LPC) coefficients. A Fourier transform then converts these into the magnitude
spectrum, from which MFCCs can be estimated via the standard mel-filter bank
analysis, logarithm and discrete cosine transform. Mel-frequency cepstral coefficients
(MFCC) have been commonly used by speech recognition systems [3]. MFCC is based
on a mel-scale transformation (among similar scales such as Bark and ERB) in order to
model the sensitivity of the human ear more closely. A set of processing steps should be
achieved in order to extract the MFCC vector of coefficients. The main building blocks
of the MFCC are illustrated in Fig.2 [6], mel filter bank is shown in Fig.3 [5]. The
MFCC vector of coefficients are between 13 and 23 coefficients, depending on the
number of filters which depends on the sampling rate[4].
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Figure (2): Block diagram of MEL-vector extraction

Figure (3): MEL-filter bank

Homomorphic analysis towards cepstrum coefficients extraction is similar, in away, to
mel analysis. The following Fig.4 illustrates the block diagram of the vocal filter
cepstrum representation using homomorphic analysis. Both MFCC and Homomorphic
analysis lose the phase information during the action of the analysis steps. Estimating
the phase once again depending on the magnitude or the pitch frequency component has
a big role in reconstructing a high quality speech signal.
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Figure (4): Block diagram of  Homomorphic analysis

2. FEATURES EXTRACTION

Reconstruction of a time-domain signal from only the magnitude of the short-time
Fourier transform (STFT) is a common problem in speech and signal processing. Many
applications, including time-scale modification, speech morphing, and spectral signal
enhancement involve manipulating the STFT magnitude, but do not clearly specify how
to adjust the phase component of the STFT in order to invert back into the time domain.
Indeed, for many STFT magnitude modifications, a valid inverse of the STFT does not
exist and a reasonable guess must be made instead.
In this section we presented how we extracted the cepstral low time components that
represents the vocal tract envelop. The speech signal was abstracted using a phone
quality setting, 8 KHz sampling rate representing each sample with 8 bits. Fig.5
illustrates the block diagram of the algorithm done.

Figure (5): Block diagram of Cepstral and fundamental frequency extraction

Figure 6 presents the fine structure output of the inverse FFT of the magnitude
(Cepstrum), while fig.7 presents the traditional pitch estimation from inverse log
magnitude( notice the high peak in the high time)[7].
Figure 8 presents our pitch estimation from the squared IFFT for the magnitude value.
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Figure (6)

Figure (7): Traditional Cepstrum pitch estimation
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Figure (8)

3. SPEECH SIGNAL RECONSTRUCTION

The main task is done after receiving the sent array X at the receiver in which we start
reconstructing the speech signal once again by preparing the fine structure array of that
represents the vocal tract in order to multiply this filter to an excitation generated signal
to result the Magnitude spectrum (modified) once again. At this step it is not possible to
reconstruct the speech signal from only the magnitude spectrum, since the phase
information is also needed for the estimation of the original sequence. We will discuss
shortly the existing algorithms.



Proceedings of the 6th ICEENG Conference, 27-29 May, 2008 EE191 - 6

3.1 Excitation signal

Excitation source is independent of the vocal tract transfer function. A sine wave
generator was used as an excitation source. For voiced speech, the frequencies of the
sine waves generated correspond to the harmonic set, the fundamental being the pitch
frequency (1/τ). In case of unvoiced speech, 120Hz was chosen as the pitch frequency.
This value was arrived after observation of the effect of various fundamental
frequencies between 70Hz & 200Hz on the reconstructed signal. The cumulative
excitation signal is given by:

∑
=

+=
M

k
knknE

0
0 )sin()( βω                                                                                                            (1)

While, M represents the FFT length which is 256 points in our case, ω0 is the
fundamental frequency obtained and was sent previously within the array X, n=M.
While kβ  is the estimated phase of the kth harmonic.

3.2 The problem of phase estimation

It is not possible to reconstruct the original signal from only the magnitude spectrum,
since the phase information is also needed for the estimation of the original sequence.
As the phase spectrum is lost in the preprocessing stage, it is desired to estimate the
phase function from the given data.
Phase retrieval Issue has been controversial from the middle of 70’s. Most of the work
presented for the phase retrieval was depending on Iterative algorithm that is moving
within certain constraints between time domain and frequency domain. T.F Quatieri [8]
has proposed a set of algorithms to retain phase information from the magnitude
iteratively. In 1984 an algorithm was introduced by Griffin and Lim[11] in attempt to
reconstruct the phase information from magnitude STFT. The algorithm done by G&L
is the widely used algorithm to retain the phase from the magnitude spectrum. Not less
than 50 iterations between time domain and frequency domain is needed to retain an
average quality signal. In a study Torsten [10] claimed that within 100 iterations a high
quality reconstruction was obtained. The short-time phase spectrum for each segment is
initially randomized. The algorithm does not converge toward the original speech
informal listening tests; however, indicate that more overlap between frames (i.e., less
shift) leads to the reconstructed speech sounding more like the original.
In a study, L. D. Alsteris and K. K. Paliwal [12] made the following observations: (i)
intelligible signal reconstruction (albeit noisy) is possible from knowledge of only the
phase spectrum sign information, (ii) an intelligible signal cannot be reconstructed from
knowledge of only the phase spectrum frequency-derivative or only the phase spectrum
time-derivative, and (iii) an intelligible signal can be reconstructed from the combined
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knowledge of both the phase spectrum frequency-derivative and time-derivative.
For a frame of 256 FFT frequency bins and frame shifting, such Iterations could cost a
full duplex communication channel a considerable delay due to the extensive calculation
at both terminals using the same system.
In this work we have used a non iterative algorithm depending on the formula proposed
by Tokuda, Kobayashi and Imai [11]:

))2cos)1/((sin)1((tan)( 221 αωαωαωβ −+−= −                                                                         (2)

They concluded that this formula gives a good approximation to auditory frequency
scales within appropriate choice for  (for a sampling rate of 8 KHz   is proposed to be
0.31 using mel scale, 0.42 using Bark scale). In this work we took  = 0.31.

3.3 The reconstruction algorithm

The Array sent to the receiver after the analyzing steps represents only 30% of the
original PCM speech signal band width over the communication channel using Floating
point sample representation at the send time due to the accuracy of the calculations
required for the vocal tract filter coefficients, if we use Byte representation the resultant
array may reach up to only 8% of the original signal band width over the
communication channel. More enhancements in the algorithm are needed if we would
like to send the array in byte representation.

• At the receiver, we have used the coefficients to fill the first 20 bins of an IFFT
array of complex with length N = 256 points, the rest of the array samples were
zero padded.  At this step, when we inverse this array into FFT, it will give a
smoothed envelop representing the vocal tract filter fig. 6.

• The next step is to prepare the phase array using the pitch information from the
array X then uses it within equation (2).

• After the phase spectrum is compromised, the excitation signal is to be generated
depending on the phase spectrum information.

• At this point the modified STFT magnitude spectrum could be computed by
multiplying the vocal tract filter )(nS  with by the excitation signal )(nE  giving the
Magnitude spectrum )(nM .

• The inverse Fourier operation IFFT will give us a good intelligible signal spite of
back ground noise that was created during the analysis/synthesis steps due to the
modifications in the original magnitude spectrum and the lost of the original
phase spectrum.

• The previous step is done after buffering 8000 samples into the playback buffer.
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Figure 9 represents the block diagram of the reconstruction steps.

Figure (9): The reconstruction steps

4. Results
In this work we used a lab network with PC's of high configuration: Pentium M 740 (2
MB L2 cache, 1, 73 GHz) – 1 GB DDRII (Dual channel) – High quality multimedia
cards with a noise cancellation Microphone.
The results are mainly done using the subjective test MOS done by 8 persons testing at
both ends (Transmitter-Receive) achieving a mean score of about 3.5 over 5.
The SNR (using Equation 3) gave a result of 23 to 28 dB in different frames.

)||/|(|10log20 2
0

2
0 rxxxSNR −=                                                                                             (3)

Where 0x  is the original signal, rx  is the reconstructed.

Figures 10 shows one second of original signal (left) and reconstructed one (right).
Figures 11, 12 show the magnitude spectrum of an original Magnitude spectrum and the
reconstructed one.
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Figure (11):Magnitude spectrum of the original signal
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Figure (12):Magnitude spectrum of the reconstructed signal

6. Conclusions:
A short background for the previous work in the area of signal reconstruction is
introduced in this paper; most of this work concentrates on Iterative phase
reconstruction, which costs a considerable delay due to processing time.
An algorithm for speech signal analysis / synthesis has been explored to come up with a
low bit-rate codec. Speech signal is split into its basic components – Cepstrum
coefficients, Pitch, and pitch amplitude. A non iterative algorithm [9] was used to
compromise the synthetic phase spectrum signal at the receiver that was originally lost
at the transmitter. These components are the minimal parameters that could represent
the original signal, although there is definitely a quality loss when the synthetic phases
are used in place of the original phase values, particularly during sharp voice transitions,
the synthetic speech signal derived from the algorithm presented in this work is of
acceptable quality. An adaptive noise cancellation filter should be added to the synthesis
steps in order to terminate the back ground noise generated due to the analysis /
synthesis steps.
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